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As Web APIs become the backbone of Web, cloud, mobile, and machine learn-

ing applications, the services computing community will need to expand and

“embrace opportunities and challenges from these domains.

debut in the early 2000s as a new architecture
pattern. In this pattern, software components
are encapsulated as individual services (or Web
APIs), and invoked from the network through
standard Web protocols such as HTTP. Web APIs
are lightweight alternatives to WSDL/SOAP-based
services that usually use REST as the communica-
tion protocol and JSON as the content format.'
A service usually represents a minimal reusable
component that can be combined with many
other services, forming value-added business pro-
cesses, also known as composite services. The SOA
paradigm with the accompanying Web service
protocols — including SOAP, REST, Web Service
Definition Language (WSDL), and Web Services
Business Process Execution Language (WS-BPEL) —
has become the de facto standard in enterprise
information systems to achieve interoperability.'
These days, SOA and services computing have
gone much beyond interoperation technology (see
Figure 1). REST-style Web API[s have replaced
SOAP services for two reasons: first, REST’s create,
read, update, and delete (CRUD) interface greatly
improves consumability; second, JSON with REST
makes the communication payload much simpler
and easier to understand, compared to XML with
SOAP. As evidence, starting in 2006 Google aban-
doned SOAP and only uses REST in its search APIs.
While SOAP/WSDL is still popular in many enter-
prise systems, REST-style Web APIs are pervasive
in Web, mobile, cloud infrastructure, and [nter-

S ervice-oriented architecture (SOA) made its
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net of Things (IoT) applications. According to
ProgrammableWeb (http://programmableWeb.
com), the largest online API registry, Web API
enjoyed a compounded annual growth rate of 100
percent (approximately) from 2005 to 2011, in terms
of the total number of APIs registered. As of March
2016, ProgrammableWeb has listed more than
14,700 APIs. With the formation of this AP ecosys-
tem, an APT economy is emerging. To give you a few
examples, 60 percent of Salesforce’s transactions
go through its APIs instead of the traditional Web
GUI, contributing to its 1.3 billion daily transactions
and more than $5 billion in annual revenue. Addi-
tionally, 90 percent of Expedia, 60 percent of eBay,
and 100 percent of Amazon Web Services (AWS)
revenue are from APIs.?

Emerging Application Domains of
Web APIs

Web services, particularly Web APIs, are becom-
ing the backbone of Web, cloud, mobile, and
machine learning applications. Thus, we argue
that the services computing community should
extend its scope, and embrace the newly emerged
opportunities and challenges from these domains.

Web Applications

Web application developers can create a service
composition (that is, a mashup), by combining
multiple services. For example, we can create a
trip itinerary service by combining a map service
with a flight, a train, a rental car, and a hotel
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booking service. ProgrammableWeb
has listed more than 6,000 mash-
ups (www.programmableWeb.com/
category/all/mashups).

Cloud Applications
Infrastructure-as-a-service cloud ser-
vices, such as computing services that
provide virtual machines, storage ser-
vices that provide block or object stor-
age, and message services that provide
reliable message queues, are becom-
ing the “utility providers” of many
Internet businesses. As an example,
Netflix uses various services from
AWS, including virtual machines, stor-
age, message queues, and databases.?
As another example, Dropbox (which
offers online file storage and synchro-
nization services) stores all its cus-
tomer files on Amazon Simple Storage
Service (S3).

Mobile and loT Services
Nowadays, the so-called ToT — includ-
ing smartphones, vehicles, wearables,
smart- home appliances, and smart
factory machines — are connected to
the cloud and the Web, or intercon-
nected with one another. Studies have
shown that many Web APIs such as
_advertising, social network, messag-
ing, and billing*® are commonly used
in mobile apps (see Figure 2).

Machine Learning and Big Data
Services
Machine learning services are becom-
ing important in the new wave of Al
hype. Business owners want to focus
on their core competence and out-
source some non-essential but still
very important features to a third
party who possesses a given expertise.
This isn’t a new phenomenon, but it's
becoming particularly interesting in
the Big Data era. First, many com-
panies (such as electronic commerce
and content streaming) need machine
learning capabilities, including image
recognition, natural language process-
ing, and recommendation as an inte-
gral part of their business. However,
they usually don’'t own the sophisti-
cated machine learning algorithm, the
sufficient training data to deliver a
decent model, or a computer system
capable of handling a big volume of
training data to derive a model in a
timely manner. This is a sweet spot for
services computing — occupying the
niche where a business wants to use a
certain capability, but others are in a
better position to deliver that.
Currently, two categories exist for
machine learning services. The first
category is a platform service through
which users provide their own training
data and receive a trained model. After

training with customer data (training
can take much time, depending on the
data size and model complexity), the
derived model can either be retrieved
or stay in the same cloud to serve the
inference purpose. Services of this cate-
gory include Amazon Machine Learning
(https://aws.amazon.com/machine-
learning), Microsoft Azure Machine
Learning (https://azure.microsoft.com/
en-us/services/machine-learning) and
Google Prediction API (https://cloud.
google.com/prediction). An exemplary
use case of that is to upload many
emails marked as spam or non-spam, to
train a classification model that acts as
a spam filter for future emails.

The second category is a software
service where users don’t provide any
training data. Instead, users only pro-
vide the data to be inferenced. Services
of this category include Google Trans-
late API (https://cloud.google.com/
translate) and IBM Watson Developer
Cloud (Vﬂvw._ibm_.cgm/smarterplanet[
us/en/ibmwatson/developercloud).
An exemplary use case of that is to
upload a sentence in Chinese and get
its translation in English, or to upload
a photo and let the API recognize the
objects in it.

In the following, we discuss two
case studies that further explore the
machine learning and [oT categories.

IBM SOA Salesforce APl Amazon AWS
Gartner coined foundation 1.3 billion 5+ billion
term "SOA” SOAP  WSDL BPEL4WS product Amazon AWS  BioCartalogue trans/day revenue
I_ 1996 2000 2001 2003 2005 2006 2009 2013 2014 —‘
Google search
’ uses REST,
REST paper Globus Toolkic AlchemyAPl stops SOAP
becomes SOA founded support

First ICWS & ICSOC  ProgrammableWeb

founded

Figure 1. A brief history of services computing. After debuting in the early 2000s, services computing has transitioned
from an enterprise interoperation technology to shape the Web APl economy. (AWS = Amazon Web Services;
BPEL4WS = Business Process Execution Language for Web Services; SOA = service-oriented architecture; WSDL =

Web Services Description Language.)
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Case study I. In this scenario, the focus
is on a faster and cheaper recommenda-
tion service using GPU acceleration. Rec-
ommendation is a key technology for
online merchant and content-streaming
companies. As an example, 80 percent
of Netflix’s watching hours are influ-
enced by its recommender system.®
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However, many of the recommender
systems either require a sizable infra-
structure or perform slowly when the
number of users and items grows.” For
instance, Chao Liu and his colleagues®
mentioned starting their recom-
mendation model training on Friday
afternoon and getting the result by
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Figure 2. Web, cloud, mobile/Internet of Things (loT), and machine learning
applications are fully reliant on Web services/APls. (a) Web (mashup);
(b) cloud (infrastructure); (c) mobile and loT; and (d) machine learning
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Monday moming. It follows, then,
that an e-commerce website similar to
Amazon or a digital content stream-
ing provider similar to Netflix could
only update the recommendation
model once a week. This workaround
isn’t viable when business becomes
global and available every day around
the clock.

Our work’ proposes using GPUs
to accelerate (collaborative filtering-
based) recommendation. By exploiting
the massive parallelism inside individ-
ual GPU devices and across multiple
devices, a matrix factorization tool
called cuMF (https://github.com/wei-
tan/CuMF) is able to offer recommen-
dation services up to 10 times as fast,
and up to 100 times as cost-efficient,
compared to state-of-art distributed
CPU solutions. This work sheds light
on how a service’s quality can greatly
improve by adopting an advanced
computing infrastructure.

Case study 2. This scenario focuses on
connecting people, mobile phones, and
smart loT devices. With more Internet-
accessible [oT devices, connecting them
via Web services with mobile phones
and people is often the best way to uti-
lize them. For example, someorne might
prefer to get an emergency call if his
smart smoke detector raises an alarm;
or perhaps that same person would like
to receive a notification from a weather
service if it predicts rain tomorrow,
along with a reminder to take an
umbrella and tell his smart irrigation
device to delay watering the lawn.
Mobile apps such as IFTTT (an abbrevi-
ation of “Tf This Then That;" see https://
ifttt.com) let end users create chain
APIs called “recipes,” which can con-
nect Web services such as email, social
network, online photo storage, and [oT
devices (including smart home appli-
ances, vehicles, and factory machines).

The Research Community’s
Shifting Interest

Table | shows the major topics of
interest Lo Lhe services computing
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community, and their relation to tradi-
tional computer science areas. Clearly,
services computing is an interdisci-
plinary area. It borrows methodolo-
gies and technologies from areas such
as software engineering, the Web,
databases, systems, Al, HCI, and oper-
ational research (OR) to tackle its spe-
cific problems.

To further gauge the community’s
interests over time, we collected titles
from IEEE International Conference
ont Web Services (ICWS) papers from
2015 and 2005, respectively. The word
clouds in Figure 3 clearly illustrate a
focus on data, mashup, and recom-
mendation for 2015; and a focus on
semantic, grid, and BPEL4WS for
2005.

In looking at the services comput-
ing community’s shift in inter-
est over time, and determining the
best paths moving forward, we offer
two syggestions to researchers and
practitioners:

1) Pay more attention to more prac-
tical approaches to solve real-life
problems.

2) Pay more attention to applications
in emerging areas such as mobile,
[0T, and machine learning,.

Regarding our first suggestion — let’s
keep in mind that in the adolescent
age of services computing, studies in
this area cover some ivory-tower top-
ics such as automated composition,
verification of service processes using
formal methods, and Semantic Web
services. Researchers came up with
sophisticated formalism and methods
to tackle these problems, only to find
that they aren’t close enough to real-
ity. As an example, our earlier empiri-
cal study? on scientific workflows
shows that most service composi-
tions use only a handful of services.
As a result, the service processes are
relatively simple. Therefore, in most
real-life cases it would be an overkill
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Figure 3. Word clouds of paper titles from the IEEE International Conference
on Web Services for (a) 2015 and (b) 2005, respectively.

to use formal methods such as Petri
nets and process algebra to analyze
them. At the same time, people have
found that fully automated service
composition is also far from reality.
A more realistic approach is to pro-
vide context-aware recommendations
in a composition’s design phase.’"'%""?
For example, a recent study'? takes a
highly innovative approach to facili-
tate developers and even end users
accomplishing the composition in an
interactive fashion.

Thus, when services comput-
ing moves from academia to indus-
try shaping an API economy, people
expect the technologies to be more
practical and address the pain-point
of developers.

Regarding our second sugges-
tion, we argue that services or APIs
shouldn’t limit themselves to enter-
prise integration. Instead, researchers
and practitioners should pay atten-
tion to emerging areas, including
mobile/IoT, network,'* Big Data,'® and
machine learning services. Because
these areas are quickly developing
and evolving, and have a big demand
for using service as the delivery chan-
nel, we believe that services comput-
ing researchers would find this area
of development more valuable. i¢|
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